Towards the deployment of a mobile robot network with end-to-end performance guarantees
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Abstract—Communication is essential for coordination in most cooperative control and sensing paradigms. In this paper, we present an experimental study of strategies for maintaining end-to-end communication links for tasks such as surveillance and search and rescue where team connectivity is essential for providing situational awareness to a base station. We consider the differences between monitoring point-to-point signal strength versus data throughput and present experimental results with our multi-robot testbed in outdoor environments.

I. INTRODUCTION

We are interested in developing robotic teams that can operate autonomously in urban areas and perform tasks such as surveillance and search and rescue where maintaining team connectivity is essential for situational awareness. In both these tasks, robots must have the ability to align themselves along the boundaries of complex shapes in two dimensions. However, navigation based solely on the geometry of the environment will not always guarantee a connected communication network. In general, successful mission execution not only requires proper deliberative planning but also suitably designed reactive behaviors since teams of robots will have to operate with little to no direct human supervision. Therefore, each robot must also have the ability to maintain constraints with respect to its neighbors to enable the transmission of critical information back to the base station.

In general, it is difficult to predict radio transmission properties a priori, especially in unknown and unstructured environments, due to their sensitivity to a variety of factors including transmission power, terrain characteristics, and interference from other sources [1]. Fig. 1 shows actual signal strength measurements between two nodes for different separation distances. Although there is a strong correlation between signal strength and distance, there is also a lot of variability. Even when it is possible to map the communication characteristics for a given site, [2], there is no guarantee the measurements will reflect actual performance during mission execution. Furthermore, as team size increases, the issue of bandwidth becomes important since an acceptable level of signal strength no longer guarantees a robot’s ability to transmit critical data.

Fig. 2(a) shows the number of transactions\(^1\) per interval of time between four different robots, positioned at four distinct locations, and a fifth stationary robot which we will call the Base. Initially, one robot is transmitting at the maximum data rate supported by the network. As the second, third and fourth robot successively begins their transmissions to the Base, we see not only a drop in the bandwidth available to each robot, but also a drop in total network throughput due to over-saturation situations where significant network resources are spent coping with low-level packet collisions, retries and contention resolution. These situations often occur because a robot’s sensing bandwidth typically exceeds network bandwidth. It is important to note that during this time, the wireless signal strength measurements between the individual robots and the Base is virtually constant as shown in Fig. 2(b) since inter-robot distances were kept constant.

In this paper, we consider the problem of driving a team of robots to specific locations along a specified, parameterized, possibly closed curve while maintaining point-to-point communication links. We design low-level decentralized reactive controllers to constrain the motion of individual agents based on two link quality measures: signal strength or perceived network bandwidth. We present experimental results with our multi-robot testbed in outdoor environments using different interconnection topologies. Our strategies are designed to be minimally disruptive to the overall deliberative plan and provide situational awareness to the base station including potential failure points in the communication network. The strategies presented can be used in conjunction with information obtained from a radio connectivity map as shown in [2].

\(^1\)This metric is defined more precisely later in Section III.
Coordination strategies based on inter-agent signal strength include [13], where the combination of planning and reactive behaviors for communication link maintenance in a multi-robot team for reconnaissance was used. Here, reactive behaviors as well as contingency plans were designed by hand and simulation results were presented for teams of two to four robots. Navigation based on perceived wireless signal strength between robots for exploration was presented in [14]. Sweeney et al. used a null-space projection approach to navigate each robot towards its goal while maintaining point-to-point communication links and included simulation results for a team of four planar robots. In [15], individual agents made control decisions based on their actual and predicted signal strength measurements while moving towards a goal. Simulation results for teams of one to four robots with and without the controller were presented. The use of wireless communication for localization is discussed in [16], and for localization and navigation in [17].

Most prior works in the area of communication link maintenance leave the burden of performance specification to fixed metrics, typically based on the distance between nodes or on simulated signal strength. Our approach entails the design of low level decentralized reactive controllers that respond to changes in actual signal strength or verified network bandwidth. The goal is to develop strategies that remain minimally disruptive to any high level deliberative plans while maximizing the team’s ability to provide effective situational awareness to a base station.

III. METHODOLOGY

We consider the problem of guiding a group of $N$ robots to a set of goals or simply a desired boundary (curve) while maintaining point-to-point communication links. Given a simple kinematics model, $\dot{q}_i = u_i$, where $i$ denotes the $i^{th}$ agent, $q_i = (x_i, y_i)^T$ and $u_i$ denote the $i^{th}$ agent’s position and control input, we propose the following decentralized controller

$$u_i = -k \nabla_i \phi_i(q_i) - \sum_{j \in N_i} \nabla_i g_{ij}(q_{ij})$$

where $k$ is a positive constant scalar, $\phi_i$ is some artificial potential function, and $N_i$ denotes the set of neighbors for agent $i$. The first term of the control law (1) guides each robot to its goal destination and the second term maintains connectivity with a pre-specified set of neighbors using the artificial potential functions, $g_{ij}$, to model the constraints between pairs of robots. $\nabla_i$ denotes the partial derivatives with respect to the coordinates of the $i^{th}$ robot.

In our work, $g_{ij}$ are measured quantities, either signal-to-noise ratio (SNR) measurements as in Fig. 2(b) or number of transactions per unit time as in 2(a). Further $g_{ij}$ depends on an underlying communication graph that specifies the connections that need to be maintained.

A. Link Quality Estimation

Signal strength between a sender and a receiver is a function of the transmission power, antenna gains, and signal attenua-
tion. Our robots are equipped with devices that, among other things, provide point-to-point signal strength measurements.

In general, it is difficult for an individual robot to estimate the available bandwidth at any given point in time since bandwidth is a function of the number of nodes, the amount of traffic on the network, and the signal strength between sender and receiver. In multi-robot applications, it is often relevant to talk about bandwidth in terms of units of application level data that can be transmitted as opposed to low-level packet loss which is a network protocol dependent variable. Therefore, we define a successful transaction to be the transmission of one unit of application level data sent by a sender with an acknowledgement of receipt sent by the receiver. A robot’s conservative estimate of available bandwidth is determined based on the number of successful transactions it can achieve over a specified interval of time.

For our experimental setup, we set one unit of application level data equal to a JPEG image of approximately 10 KB in size. Thus, a successful transaction is the transmission of a 10 KB JPEG image by the sender followed by the receipt of acknowledgement sent by the receiver. Then, based on the desired transaction rate, i.e. number of successful transactions per time interval, the robot will periodically evaluate its connection with the Base.

All throughput estimation in this framework is conservative; we do not attempt to measure maximum data rates available on the network, but rather we verify that the prescribed minimum data throughput rate is available. This approach minimizes the amount of network traffic related solely to throughput measurement, and instead leverages throughput assessment on normal data traffic when such traffic satisfies the constraint. When normal traffic is not sufficient to verify that the constraint is met, a connection monitor will periodically verify available throughput. This latter mechanism allows us to deploy robots that do not maintain consistent data flow back to the Base, e.g. robots that only send event data, yet still ensure that the available throughput will likely be available if it should be needed.

B. Controllers

Our decentralized controller is composed of two components: one for navigation to specific goal positions and one that modifies the navigation based on variations in a robot’s link quality. These controller elements correspond directly to the first and second terms of equation (1). For each target waypoint, a reference heading, similar to the descent direction of a potential field controller is computed. Based on the descent direction, a look ahead waypoint is generated based on the vehicle’s speed and position. Then a simple PID controller is used to steer the robot towards the look ahead waypoint. The process is repeated until the target location is reached.

To maintain constraints, each robot continuously monitors the quality of its communication link(s) to its specified set of neighbors. When the link quality drops below a minimum acceptable threshold, the controller can either stop the robot or move it closer to its neighbor(s) until the quality returns to an acceptable level. When stopped, a robot can wait for a specified time interval before attempting to move towards its goal again. Similarly, if the robot perceives an increase in its link quality above the acceptable level, it will once again attempt to move towards its target. Such recovery measures may be used to lessen the times a robot is caught in a spatial-temporal dip in the link quality due to dynamic changes in the environment. Furthermore, these measures also ensure that a robot is constantly minimizing its distance to the goal while respecting the constraints. The algorithm is summarized below.

### Algorithm 1 Link Quality Constrained Navigation

1: if LinkQuality < Minimum then
2:   Recover;
3:   recover_flag = true;
4:  end if
5: if Minimum < LinkQuality ≤ Acceptable then
6:   if recover_flag then
7:     Stop and wait;
8:     stopped = true;
9:     waitTime = current time;
10: end if
11: if waitTime > MaxWaitTime then
12:   Retry going to goal;
13:   stopped = false;
14:   recover_flag = false;
15: end if
16: end if

IV. EXPERIMENTAL RESULTS

Our multi-robot team consists of four unmanned ground vehicles (UGVs) built from radio controlled scale model trucks each equipped with a laptop computer, odometry, stereo camera, GPS receiver, and a small embedded computer with 802.11b wireless Ethernet for network connectivity, called the Junction Box (JBox). The JBox provides point-to-point signal strength measurements for all pairs of nodes on the network and handles multi-hop routing in an ad-hoc wireless network. All programming and tasking of the vehicles are done using ROCI (Remote Object Control Interface) [18], [19], which is a high level operating system designed specifically for tasking and managing networks of robots and sensors.

Experiments were conducted in two separate outdoor environments. The first experiment was conducted at the Military Operations on Urban Terrain (MOUT) training site, shown in Fig. 3(a), located in Ft. Benning Georgia. The remaining experiments were conducted at a soccer field at the University of Pennsylvania. A satellite image of the soccer field and a detailed schematic of its surroundings are shown in Fig. 5.
A. Reconnaissance at a MOUT Site

We considered a reconnaissance application where the objective was to deploy a team of four robots to obtain video surveillance imagery at a designated location out of single-hop radio communication range. The team of four robots were deployed to four separate target locations shown in Fig. 3(a). The \( i^{th} \) robot was tasked to monitor its signal strength with respect to the \( (i-1) \) robot and stop when the signal strength dropped below the acceptable threshold. The Base was considered the \( 0^{th} \) robot. As shown in Fig. 3(c), the targeted locations were not reached since each robot was maintaining the signal strength to its designated neighbor above the required threshold.

B. Perimeter Surveillance Application

We based these experiments on a perimeter surveillance application in which each robot is required to send imagery data back to a base station. The first such experiment conducted at this location demonstrates the reactive controller in the presence of dynamic network disturbances. In this experiment, the network disturbance is caused by the addition of a second robot to a network originally used by a single robot transmitting a video stream to the Base. As shown earlier in Fig. 2, as new members are introduced into the team, the maximum bandwidth available to each robot drops.

In Fig. 4, we show how our controller responds to changes in the team size. We first deployed a single robot, R1, to a goal position and required that it continuously send imagery data to the Base while maintaining a minimum acceptable transaction rate. In the second graph of Fig. 6(a), 1 is used to denote the target transaction rate was achieved and 0 otherwise. A schematic of the deployment strategy is shown in Fig. 6(a). At around \( t = 60s \), R1 settled to a location about halfway to the goal as shown in the bottom graph of Fig. 4. Between \( t = 90s \) and \( t = 130s \), the robot attempted to reach its goal a second time and settled to a similar location. A second robot, R2, transmitting to the Base was introduced to the network at approximately \( t = 130s \), as shown in the first graph of Fig. 4. Immediately, R1 was no longer able to maintain the required transaction rate and therefore began moving back towards the Base in an effort to boost its transaction rate. This can be seen in the last graph of Fig. 4 where the robot’s distance to the goal starts increasing.

The behavior demonstrated by the two-robot experiment allows us to successfully deploy a team of robots capable of minimizing network utilization while providing effective situational awareness. Subsequent experiments involved deploying a team of four robots to separate locations from a starting position by the Base. Each robot was tasked to continuously send imagery data from its camera to the Base at a rate above a pre-determined minimum acceptable transaction rate. At the Base, a display panel with each robot’s imagery data was provided to the operator. In the event the display panel did not receive new data from a particular robot over a specified interval of time, the panel would highlight the display box for that particular robot.

Goal positions for each team member were chosen to provide a wide net of surveillance coverage. This type of goal

![Fig. 3. (a) An overhead view of the MOUT site taken from a fixed wing UAV at an altitude of 150 m. The area shown is approximately 90m × 120 m. The location of the Base is denoted by ○ and the target locations for the team are denoted by ×. (b) The underlying communication graph for the reconnaissance application. (c) The final positions attained by each robot and their designated target locations which denoted by ○ and × respectively.](image)

![Fig. 4. Top: Number of transactions received by the Base from R1 and R2. R2 began its transmission at around \( t = 130s \). Center Top: 1 denotes R1 achieved the target transaction rate and 0 otherwise. Center Bottom: Actual speed achieved by R1. Positive speed denotes the robot is moving towards the goal and negative speed denotes the robot is moving towards the Base. Bottom: The robot’s distance from the goal.](image)
specification is flexible in that it establishes a vector for the robots to move along, as opposed to specific waypoints to achieve. Thus success is a matter of degree, rather than a binary distinction: we wish to effectively cover as wide an area as possible. Using the control algorithm described in Section III, each robot would move towards its goal until the link quality dropped below the minimum acceptable level, at which point it would move back towards the Base and stop when the link quality rose back above the chosen minimum acceptable level. Once stopped, each robot would wait for a fixed time interval before attempting to go to its goal again. Two sets of experiments were conducted in which each robot’s controller reacted based on changes in: (i) signal strength measurements and (ii) estimated transaction rate. A schematic of the deployment strategy is shown in Fig. 6(b) and the results are shown in Fig. 7 and 8.

Fig. 7 shows the normalized SNR between one of the robots utilizing signal strength as a measure of link quality and the Base, along with the corresponding commanded speed and actual speed. The solid black line in the top graph in Fig. 7 denotes the minimum acceptable level. Initially, when the robot is close to the Base, the SNR measurements were high. As the robot moves toward its goal, we see these measurements drop. The first time the SNR dropped below the minimum acceptable level, around \( t = 45 \text{ s} \), the robot attempted to back-up and move closer to the Base. Once the SNR rose above the threshold, the robot stopped. Subsequently, the robot made additional attempts to move towards the goal but had to stop and move closer to the Base.

Similarly, Fig. 8 shows the results for a robot whose controller was reacting to changes in its estimated transaction rate. Similar to the results shown in Fig. 7, the robot’s transaction rate drops as it moves further away from the Base as shown in the first three graphs of Fig. 8. We note that it is possible for the robot to reach its goal location and achieve its target transaction rate. This can be seen in the last graph in Fig. 8 where at approximately \( t = 50 \text{ s} \) the robot is within 2.5 meters of the goal location. Around the same time, we see a change in the robot’s speed from positive to zero as shown in the second and third graphs in the same figure. When the transaction rate dropped, around \( t = 75 \text{ s} \), the robot began to move back towards the Base, leaving its goal location.

V. CONCLUSION

In this work, we have shown the importance for individual robots to have the ability to monitor actual signal strength
measurements as well as available data throughput since signal strength alone may not guarantee successful transmission of critical data. This method of link quality control provides scalability in the number of robots added to the network and an abstraction of the underlying network architecture. Since the robots constantly strive to maximize network usage efficiency, robots may be added or removed from the network without changes to any thresholds or calibration numbers. This type of deployment characteristic is extremely important as robot team sizes scale, as we want teams to take advantage of bandwidth when it is available, and automatically scale back individual usage as available resources are stretched thin. Moreover, we have also shown that channel contention between multiple nodes can have a severe adverse effect on total network throughput. By monitoring successful transactions, we give our robots the ability to throttle their own network usage such that the transmission rates of each robot stabilize to levels that make efficient use of the network by avoiding excessive network clutter from low-level packet retries.

Additionally, in dynamic environments where radio propagation characteristics may exhibit significant changes over time, it is good practice for agents to always attempt to move closer to the goal regardless of where they first come to a stop. The forward movement is the only way to confirm that positions closer to the goal violate communication constraints and to ensure the agents always minimize their distance to the goal location while remaining connected. Ideally, robotic agents should be deployed with the capability of monitoring inter-agent signal strengths as well as data throughput. In general, signal strength is a good indicator of potential connectivity while data throughput can efficiently be used to ensure minimum actual data throughput rates. Combining the two, good signal strength paired with unacceptably low throughput may indicate a need for human attention to the network architecture and the demands being placed on it.

Reactive navigation controllers such as the one presented provide a reliable foundation on which to build scalable, portable, high-level tasks. The reactive controller acts as a scenario-independent support that allows for the deployment of a robot team to any location, regardless of prior reconnaissance. Behaviors built on such a controller inherit respect for network constraints, thereby allowing both flexible goal specification and more deliberative trajectory planning done with environmental models that do not necessarily capture all static and dynamic aspects of an environment’s radio propagation characteristics. Since the team always remains connected during deployment, potential failure points in the communication network, as perceived by individual robots, can be relayed back to the base station to trigger contingency management routines or a reallocation of resources.
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